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Methodology

A hybrid deep learning method combining convolution neural networks (CNN) and long short term memory (LSTM),

Morphology erosion and dilation to further denoise
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called CNN-LSTM, for the detection and quantification of concrete bridge deck surface defects 1s proposed.
Morphology thinning to 1-pixel wide skeleton
* Convolution Neural Network (CNN) . Long Short Term Memory (LSTM) |
* (NN is the most well-known deep learning architecture that LSTM is an invariant of recurrent neural networks that works for One-direction nearest neighbor searching
1s capable to extract extracting higher level features from the sequential data.
raw data. It is capable to selectively forget input features by three threshold |
Convolutional layers apply a number of filters to the local structures. c ¢ the boints in skeleton with t
regions of inputs to extract feature maps of the images. ONNECE INE PoInts i SKEleton WIth heares G
s P P - . fo = a(Wrlhe_y, X1 + by) neighbor based on Euclidian Distance . . :
s C. ‘ prembte T Crack Crack Region Spalling Region
— , Yo X (1) > ir = o(Wilhe—1, X¢] + by)
l ] it - . A W ? C; = tanh(W,[h—1, X;] + b¢) Crack Redion (0/) Number of local window with crack « 100
_ 1 “ &t = . 0) — ,
E - Co=fexCrg + i G g Total number of local windows
YA . |Lel Lel 2] h
- A -\ It 0y = o(Wplhe—1,X¢] + by
Wi=(fxfxC) s S
h, = o, * tanh(C,) . Total Crack Length
o @E Crack Density : * 100
Total Inspection Area
AT : :
* CNN-LSTM O . Number of local window with spall
C S Spall Region (%) = : x+ 100
Total number of local windows
* During the feature extraction stage, keep the filter window @
size always larger than stride size, there are overlaps of each N 3 F ram ew ork a n d G U I h h
. "I T/ Input t ’ Input t tput I ’
step. This makes extracted feature blocks are strongly T HpEE T Input the Images HIpHEHHE OUPUT HHAses
N Trained ML directory directory
dependent on each other. ) model directory
* Extracted feature map can be reshaped to 2D map matrix, and o) o \
each row of the matrix can be regarded as one input. \ Y — py———— —
* All rows of the feature map can be regarded as sequential AT CNN-LSTM Architecture - § Crack and 'Spall Evaluation
input data to be passed to LSTM for feature fusion. 20 Feature Map | | N ;-' Input Setup
| F’;ﬂ S 81 /% 32 ! I Mode ¥ s Direct Set
Generated by CNN e m| J{__ N it | 2 Pool2 /15 implementation| . - sl e nﬁ FEEn SEER \ ML_Model InpuxvageDirede Output Di/ectﬂw
-© L— 4 i B TR l | v v
. \1\—'[/ i___-----------"-""_________________-"""-""-""-"______________"“"-"""""""“_________; LRt Rt A A L Inpu‘t Parameters
e Network Architecture 5 i ,‘ - Input the size
i g 8 s — :’ Outpat | @) Break Image size | _ (The same as ML_model training inputs) Of image used
. ) c ‘ »
T T T T T T T T T T T T T T T T T T — 3| | commres 5 [ ;[ sore ;j ! ; i i for ML model training
| | R | ] ] s e N 7 B e ) s
i 256 i | ) ) | i 3 m
i 128 32 s A 7, a 6a i | 0 0 = o
I ony i T [ — o)
i Feature >56 :.. oa Pool 1 - Conv 2 o2 Pool 2 15 i | = 8, ‘Output Results Output:
i Extraction > 15 I . .
i i - Crack Length Crack Region (%) Total Crack Length (pixel) Crack Density (in/sqft) * | Crack region density
| i Quantification Crack Damage: | | )y * | Total crack length
| i | o | Crack density
- Training Mode! Testing Model Spall Damage: [ * | Spall region density
—_————— — |
i o O O ' i'r Output 1i |
! = B | - . !
! rm O O : ntact : | 1 Training \ Validation l 1 Testing . Umver‘;ltyof
: - Fully N 32 . :'* -" : i dataset W : ' dataset '- )y ]":: dataset pennsylvama PlttSbﬂI’g‘h
: Feature fﬁ connected o | : Reshape 25 |Feature map LSTM ‘I*i Ir x: : ? f ? - I ll
| Fusion by o | e S ten - - Crack i - G *_-¥ —-—‘mh
I ) « = L J1 T — : » . i i "'"-III—""'”\“H—W.*
i [ 5 I | T - = g | I T ——— ' i ' -‘
r , N Database g - TS A . o -—--— —
; ok =
| O O S |
| |

* Opverall Framework * Developed GUI


mailto:qiz89@pitt.edu
mailto:alavi@pitt.edu

	Slide Number 1

