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What is deep learning?

What is deep learning?
• A model paradigm 

• Neural networks
• A learning paradigm

• Supervised
• Unsupervised
• Reinforcement 
• Self-supervised
• Transfer 
• Contrastive
• …



Deep Learning brings deep revolution for AI

Simplify AI systems 



Deep Learning brings deep revolution for AI
Maximize AI performance 

Computer vision Speech recognition



History of DL



History of DL – Artificial 
Neuron, 1943



History of DL – Perceptron, 1958



History of DL – 
Backpropagation, 1974



History of DL –
NN winter; late 1990 – early 2000

• Not enough data 

• Not enough computing power

• Imperfect activation function



History of DL –
Restricted Boltzmann machine 2005



History of DL –
Convolution 1998, 2010 

Yann LeCun, NYU & Meta



History of DL –
ImageNet 2012 - 

Convolution layers Fully connected layers

Image recognition
• AlexNet (2012)

− 7 layers; 
− 1000 labels; >1.2M 

images
− 17%  vs 25.7%

• GoogLeNet; VGG (2014)
− 19 layers (VGG)
− ~7%

• Deep Residual Net (2015)
− 152 layers
− 3.57% > human 

recognition



History of DL –
ImageNet 2012 - 



DL in speech recognition

WER 5.1%



Deep learning applications

Image recognition Object 
detection

AIphaGO

Image generationVideo game

Medical 
diagnosis ChatGPTAlphaFold



Categories of DL models
} Supervised 
─ Deep (Dense) Neural Networks (DNN)
─ Convolutional Neural Networks (CNN)
─ Recurrent (RNN); LSTM, transformers

} Unsupervised 
─ Auto-encoder (AE)
─ Variational AE (VAE)
─ Generative Adversarial Networks (GAN)
─ Diffusion models



Supervised learning (classification)
CNN: convolution neural network

birdbirddogCat 

Training

Dog Cat 

Goal

Labeled training data (lots of)



Unsupervised DL models  (Autoencoder, 
generative adversarial networks(GAN))

Training

Goal: Learn the codes (latent representation) of data

codes



Visualizing the code



Reconstruct



Generative Adversarial Networks (GAN)

Goal: Train a generator (decoder) G that learns 
from data to generate samples from data 
distribution

Training





GAN Arts

Drug design

Deepfake

https://d285xazlytdv8t.cloudfront.net/output.mp4



} Observation/Data: D = {y, 𝒙} 
} Feature extraction and selection
} Modeling

• Goal: Model D
• Task: Define f :        𝑦 = 𝐹 𝒙;𝒘

} Training
• Goal: Infer 𝒘	(including hyper-parameters) 
• Task 1: Loss function - 𝐿 𝐷,𝒘    
• Task 2: optimization 

} +𝒘 = 	𝑎𝑟𝑔𝑚𝑖𝑛𝒘	𝐿 𝐷,𝒘
} Performance assessment

• accuracy, AUC, PR, mAP, …

Processes of Building Deep Learning

DL

(hyper) parameters 

Cross entropy; MSE

Stochastic gradient 
descent



Classification

5

5

labelimage Training data

Test data



Curve fitting (regression)

x

?
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} Feature extraction and selection
} Modeling

• Goal: Model D
• Task: Define f :        𝑦 = 𝐹 𝒙;𝒘
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• Task 1: Loss function - 𝐿 𝐷,𝒘    
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} Pre-activation

} Activation

Single neuron

a = x*1.8 + 32 

F

F = g(a) = g(x*1.8 + 32)  

Activation function (Sigmoid)



(a) Step function or threshold function
(b) Sigmoid function y = 1/(1+e-x); takes a real-valued 
input and squashes it to range between 0 and 1
(c) ReLU function
(d) Softmax

Activation Functions

Softmax converts the input vector to 
a probabilistic domain. This is very 
important for us for the final output 
layer.

Max Y = 1.0

Classification Problems



– Hidden layer pre-activation:  

or

–  Hidden layer activation: 

– Output layer pre-activation: 

– Output layer activation: 

O( ): output activation function

Single hidden layer NN or fully connected layers

𝑎! = 𝒘!
(#)%𝒙 + 𝑏!

(#)	

𝒂(#) = 𝑾(#)𝒙 + 𝒃(#)

𝒉(#) = 𝒈(𝒂(#))

𝑓 𝒙; 𝜽 = 𝑜(𝑎(&))

𝑎(&) = 𝒘 & !𝒉(#) + 𝑏(&)



Deep Neural Networks (DNN) 



} Observation/Data: D = {y, 𝒙} 
} Feature extraction and selection
} Modeling

• Goal: Model D
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(hyper) parameters 

Cross entropy; MSE
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Goal of DL training

– Determine model weights (W, b), based on training 
data

Training dataW, b?



Ingredients of DL Training

– Training data (labeled data)

– Loss function 𝐿 𝐷,𝒘

– Optimizers 

6𝒘 = 	𝑎𝑟𝑔𝑚𝑖𝑛𝒘	𝐿 𝐷,𝒘



Loss functions

–  Assesses how good an estimate of (W, b) is
– Popular loss functions

–Cross entropy loss (Classification)
–Mean square error (regression; real-valued output)

Hidden Layer Output Layer
(prediction)

12.1 32ℎ	 = 	𝑓 𝑥 = 𝑤!"! ∗ 𝑥 + 𝑏#

19.9 32

31.4 32

…

ℎ	 = 	𝑓 𝑥 = 𝒘𝒊𝒕𝟐 ∗ 𝑥 + 𝒃𝟐

ℎ	 = 	𝑓 𝑥 = 𝒘𝒊𝒕𝒏 ∗ 𝑥 + 𝒃𝒏

Actual Output
(label)



Optimization 

–  Solution (Optimizer): Stochastic gradient descent algorithm
–  Efficient implementation: back-propagation

6𝒘 = 	𝑎𝑟𝑔𝑚𝑖𝑛𝒘	𝐿 𝐷,𝒘



What does it look like?

Input Layer
(input)

Hidden Layer Output Layer
(prediction)

0 12.1

Actual Output
(label)

32ℎ	 = 	𝑓 𝑥 = 𝑤!"! ∗ 𝑥 + 𝑏#

0 19.9 32

0 31.4 32

…

ℎ	 = 	𝑓 𝑥 = 𝒘𝒊𝒕𝟐 ∗ 𝑥 + 𝒃𝟐

ℎ	 = 	𝑓 𝑥 = 𝒘𝒊𝒕𝒏 ∗ 𝑥 + 𝒃𝒏

Compute Error
(loss)

Loss(12, 32) -> very large

Loss(19.9, 32) -> moderately large

Loss(31.4, 32) -> very small

Iteration

1

2

n

MSE
Loss function

𝒘 ,𝑦𝑥

Units=1
ℎ

Back 
Propagation

Input = 0

Prediction, ,𝑦 = 12.1
Label, y = 32

One Artificial Neuron



Important concepts

} Terminology
} Batch size: # of samples fed into an SGD step
} Epoch: # of steps that takes to use all training samples
} Learning rate
} Initial value



} Observation/Data: D = {y, 𝒙} 
} Feature extraction and selection
} Modeling

• Goal: Model D
• Task: Define f :        𝑦 = 𝐹 𝒙;𝒘

} Training
• Goal: Estimate 𝒘	(including hyper-parameters) 
• Task 1: Loss function - 𝐿 𝐷,𝒘    
• Task 2: optimization 

} +𝒘 = 	𝑎𝑟𝑔𝑚𝑖𝑛𝒘	𝐿 𝐷,𝒘
} Performance assessment

• accuracy, AUC, PR, mAP, …

Processes of Building Deep Learning

DL

(hyper) parameters 

Cross entropy; MSE

Stochastic gradient 
descent



Evaluating classification performance
} Errors 

} False Positive: Incorrectly labeled as relevant
} False Negative: Incorrectly labeled as not relevant

Prediction:

Image:

True
Positive

True
 Negative

False
Negative

False
Positive



Evaluating classification performance



Specificity and Sensitivity
} Specificity 

} True negative probability;
} 1-False positive probability; 
} Percentage of negative examples that are correctly labeled
} Specificity= (# true negatives) / (# negatives)

} Sensitivity (Recall)
} True positive probability;
} Percentage of positive examples that are correctly labeled
} Recall = (# true positives) / (# positives)

42



Accuracy and precision 

} Precision
} Percentage of positive labels that are correct
} Precision = (# true positives) / (# true positives + # 

false positives)

} Accuracy
} Percentage of correct labels
} Accuracy = (# true positives + # true negatives) / (# 

of samples)
} Accuracy = 1 – P(error) 

43



Example
Prediction:

Image:

True
Positive

True
 Negative

False
Negative

False
Positive

False
Positive

True
Positive

Specificity = 1/3  Recall = 2/3  

Precision = 2/4  Accuracy = 3/6  



ROC curve and Area Under the Curve (AUC)

Wikipedia.org



When to use which measure?
} No preferred labels and proportion of labels is unknown  

} ROC

} No preferred labels and proportion of labels is known
} Accuracy

} Have a preferred label and proportion of the preferred 
label is small.
} Precision vs. recall



Measuring Success/Failure for Classification

} Can we evaluate classification performance using training 
data?

} No, because these could be a classifier that can produce 0 
error on training data. This is called overfitting.   

} Overfitting
} Model performs well on training data but poorly on test data

47



Use test data to measure success

} Training Data
} data used to learn a model

} Test Data
} data used to assess the accuracy of model

} What to do when you only have training data?

48



Cross Validation

} To avoid overfitting

49


